Supporting an architecture for cross-layer optimization
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Abstract: Due to the lack of layer interaction between networked applications and the underlying network during service provisioning, many end user applications and services cannot efficiently utilize the network capabilities, nor can achieve the desired quality of service objectives. As applications grow in areas such as Video on Demand, Video Gaming, or network storage, the management needs to be smarter to pick multi-layer topologies that are efficient across the entire network.

In this paper, the general problem of cross-layer optimization is deeply analysed, and the need for it pointed out together with the most relevant and challenging issues.

In brief, it aims at the overall optimization of application layer and network resources including transmission ones. To achieve such a goal, an effective interaction and exchange of information between the lower and upper layers are required.

Design options for effectively addressing the data collection, synchronization and provisioning, as well as the scalability and backward-compatibility issues are discussed in detail, in order to specify a cross-layer communication architecture that enables full optimization across multiple layers, devices, domains and technologies in the Future Internet.
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1. Introduction

Nowadays, more and more applications exploit the Internet and the underlying network connection for providing an enhanced user interaction. Upper layer services can rely on a variety of application layer resources such as data storage, computation power, specialized server capabilities, large data sets, and can make dramatic demands on network resources, such as bandwidth, and Quality of Service (QoS) guarantees.

However there is a lack of layer interaction between networked applications and the underlying telecommunication infrastructure during service provisioning and consequently many upper layer services make poor use of network resources or do not achieve their overall QoS objectives, including being wrongly denied of requested resources actually available.

Currently, if an application client can obtain a desired large data set (file, video, database, etc.) from a server selected between many different options, the application service will take into account the current status and load on the possible servers but only minimal network considerations, such as topological proximity, connectivity, ping latency
(i.e. the issued Round Trip Time), rather than actual link bandwidth utilization or other relevant QoS parameters (e.g. reliability, delay and jitter).

The lack of communication between the application and lower layers (from physical to network strata) across the Internet does not allow cross-layer optimization to be applied for the followings:

- coordinated application and network requests for available resources of all layers (including transmission ones)
- efficient recovery from failures based on policy related to all levels of the protocol stack
- monitoring and provisioning processes relying on synchronized information about application and lower layer resource availability
- consistent operations on information coming from different layers, devices and domains independently from employed technology (e.g. optical or electrical, wired or wireless)
- detailed knowledge and control on expected and actually provided end-to-end QoS

Adding more details, application Resources are those critical for achieving the upper layer functionality. Examples include caches, mirrors, application specific servers, contents, large data sets, and computing power. While, network Resources are those of layers 3 or below, such as bandwidth, links, connection processing (i.e. creation, deletion and maintenance) capabilities and network databases.

Without communication and optimized management across multiple layers, poor service provisioning or resource exploitation are likely to happen at all levels.

This work\(^1\) provides evidence of the need for cross-layer optimization (and communication) in order to achieve an effective support of value-added services and applications in the Future Internet, which can be seen as a confederation of autonomous systems [1], having each its own architecture, topology, technology and facility, over an IP infrastructure. In practice, the overall optimization of application layer and network resources, including transmission ones, requires the interaction and exchange of up-to-date and consistent information between the lower and upper strata across multiple devices, domains and technologies.

The main issues to address for the purpose, such as data indexing, collection, synchronization and distribution are also outlined and deeply discussed. Furthermore, aspects related to efficient communications, scalability, interoperability and backward-compatibility are yet considered in order to specify an effective architectural solution for cross-layer communication enabling a full optimization across the whole Internet.

The remainder of this paper is organized as follows. First, the limitations of current Internet for an effective support of networked application are pointed out, as a basis for the problem statement and objectives definition. Second, main challenges and necessary capabilities are discussed together with the inadequacy of already deployed control planes and proposals in the field. Then, design options for addressing the identified issues are considered in detail, as basis for the specification of an architecture supporting cross-layer communication and hence optimization over the Future Internet.

2. Problem identification and final objectives

In the following, the issues related to popular applications and their effective support are presented with the purpose of underlining the need for cross-layer communication and clarifying the ultimate optimization objectives.

---

\(^1\)The research leading to these results has received funding from the European Unions Seventh Framework Program ([FP7/2007-2013]) under grant agreement no 288502.
2.1 File distribution systems

Internet content and file distribution systems have been set up as overlays on existing network infrastructures. Commonly encountered optimization problems with network implications include cache and Mirror placement, efficient transfer of content to servers and client to server assignment.

The cache placement problem concerns what content to allocate to which cache servers based on their proximity to clients and their load [2]. Mirrors differ from caches in that a client is only directed to a mirror if it has the desired content [3]. The mirror and cash servers placement problem concerns where to place them given a fixed number of possible sites [3][4].

The employed algorithm necessarily works with knowledge of application topology and some type of network topological information, such as relative link cost models.

Synchronization of application and network data (in general, of every layer) is key to optimization. Actually, exact network models are not always necessary to achieve significant performance improvements [5].

The efficient transport of the original content to the replication servers becomes more important for optimization with the increase of the amount of material to transfer. When dealing with a large set of replication servers and quantity of data, the delivery benefits from point-to-multipoint concurrent communication path selected on the basis of the current network load conditions. Therefore, the cross-layer optimizing process must have visibility into the underlying network resources and operating on up-to-date and consistent (hence, synchronized between layers) information.

In the assignment or selection of a content server for a given client, both server load (application layer information) and transfer latency between the client and server [5] should be taken into account. This highlights the need for synchronized multi-layer monitoring and configuration.

2.2 Content streaming distribution systems

Basically, streaming services can be either live or on-demand. However, many variants in between these two extremes are created when pause or replay functionality is included in a live streaming service. Such services are quite different from file downloading ones. first, the beginning of content consumption does not require an entire file to be transferred.

Second, minimum bandwidth and possibly other QoS requirements are to be guaranteed when delivering content between the server and client.

In live streaming, the client is willing to receive the content at its current play out point rather than at some pre-existing start point. A key network issue is whether multi-casting takes place at the application or network level. Both the options are being adopted. For example, in carrier operated IPTV telecommunication infrastructures IP multi-casting is spreading [6]. While, in the case of an independent live video distribution service, overlay networks of servers provide the multicasting facility.

In the end, optimization problems for a live streaming service are: either server selection (application based multi-cast) or leaf attachment (network based multi-cast) [7], and either server placement (application based multi-cast) or tree construction (network based multi-cast).

On-demand services entail additional technical challenges. From one hand, long start up delays should be avoided to retain customers, but batching together requests to save on server costs is desirable, on the other. Therefore, further optimization decisions and problems typically arise in the on-demand applications in addition to those seen in live streaming, such as client stream sharing technique and, batch or Multicast Server selection.
Actually, the on-demand streaming service concerns are similar to those in file distribution: data allocation (when and where to pre-stock video files), on-demand server placement (where to put and how much capacity) and efficient (cost effective and timely) transfer of content to servers. Therefore, the need for cross-layer synchronized data is yet critical.

2.3 Conferencing and gaming

Conferencing and gaming imply further complexity with respect to the cases above, in the related application connectivity and the need for cross-layer synchronization of monitoring, configuration, Operation Administration and Management (OAM). First, the issues associated with streaming services are also applicable to conferencing and gaming. Second, bi-directional and asymmetric bandwidth connections between the server and the user host are concerned. Third, gaming requires multipoint-to-multipoint communications with hard QoS constraints on latency.

This increased complexity over the point-to-multipoint case of streaming content distribution brings additional problems. Firstly, multipoint-to-multipoint data path formation and re-formation can be very inefficient without considering the underlying network resources. Secondly, addressing QoS constraints on latency and bandwidth guarantees for multipoint-to-multipoint connectivity requires coordination across the layers in terms of both path selection and reservation.

Finally, massively multi-player online games (MMOGs) have the multipoint nature and QoS needs of conferencing but with additional concerns on scalability. For this [8] and due to constraints imposed by player preferences [9], an optimized server selection can be more complicated than in streaming content distribution.

2.4 Grid computing

Grid computing supports extremely large transfers of files and data-streams (live or on-demand). The volume of the traffic makes it critical to synchronize changes at the application and network. In addition grid computing may have delivery requirement similar to those of streaming content distribution systems. Therefore, optimization objectives related to grid computing include effective instantiation of connectivity with high data rates and/or data set size, as well as ability to efficiently control very high speed networks.

3. Analysis and state-of-the-art

3.1 Challenges and needed capabilities

In the previous section, problems that occur when resource allocations for both application and network are not synchronized in their action have been outlined together with the associated optimization objectives.

Hereafter, a more detailed discussion about the challenges and needed capabilities for achieving cross-layer optimization is provided with the aim of understanding the key issues to address in the design of an architectural solution supporting efficient communication and management across multiple layers, devices, domains and technologies.

Synchronized reception of multiple real-time topologies and Traffic Engineering related databases

As explained in the previous section, the processes of server selection and content placement can have dramatically better outcomes if current network and application topologies are known at the same time. It is critical to have quite detailed data about where
the application clients and servers are located and how they are connected at network layers (from physical to IP ones).

The ability to capture up-to-date and consistent information allows planning during rapidly changing conditions or short traffic burst. For example, location selection for servers and clients requires that the performance estimates about the network and application layers align, in particular when stringent QoS parameters are to be guaranteed.

As 90% of traffic is represented by short flows [10][11], out-of-date information or inconsistent between different strata, will provide an inaccurate representation of the network traffic and status in general. This can cause the selection of non-optimal paths across multi-layer network topologies. The key point is that the data needs to be synchronized at all levels.

**Cross-layer cooperative load and traffic monitoring**

Load and traffic monitoring can be facilitated having available information from Cross layer Optimization and management entities in all layers. Indeed, it is critical to have up-to-date and synchronized) data about QoS and load at every level.

Furthermore, as conditions change or problems occur, it may be important to adjust the granularity of these measurements. For example, bandwidth used and allocated/reserved, network delay statistics, existing client-server relationships and data regarding the allocation of clients to servers should be made available with different levels of detail, as needed.

**Cross-layer synchronization of configuration changes**

Re-optimization over the whole protocol stack end-to-end requires synchronized configuration at all levels. Otherwise, flows at a given layer may fall outside the planned network traffic patterns at other layers.

**Cross-layer provisioning**

The cross-layer connectivity entails the ability to provision additional communication paths and resources at some layers. For example, in MPLS-TE [12] and GMPLS [13] networks, the responsible IP entity is required to initiate connection setup across multiple-layers on behalf of the application entities (such as clients and servers).

### 3.2 Inadequacy and limitations of current control-planes and proposals

In the last few years, there has been a lot of research in the field of cross-layer communication and optimization over wireless networks. Many solutions have come out with the aim of adapting Physical and MAC layers together with the Application one (e.g. joint source-channel (de-)coding). Various approaches can be followed:

- application layer-based [14], where the application considers the lower layers as a black box and modifies the transmission according to a small set of feedbacks it can receive from them;
- Layer-Centric, where the application directly [15] or through the mediation of an intermediate layer [16] can access the internal protocol parameters of the lower layers and uses them for optimization purposes;
- Centralized [17], where the layers are connected to a middleware or are monitored by a single optimizer that estimates resource availability and coordinates the resource allocation, adapting each protocol’s algorithms and parameters;
• Foresight oriented [18], where each layer decides autonomously for the most appropriate operation mode, using its own data and information gathered from messages exchanged with other layers.

All the above strategies do not take into account the IP and upper levels, because the main issues related to the transmission on wireless links concern the MAC and PHY layers. However, in a general scenario there are a lot of feedbacks and information pieces that the network and upper layers can provide in order to improve the service provisioning, as clearly shown in the previous section. Actually, some attempts have already been made to address this point in the research world.

IETF ALTO WG [19] has been focusing on overlay optimization among peers by utilizing information about topological proximity and appropriate geographical locations of the underlying networks, including related resource usage and availability. With this method, an application may optimize selecting peer by location. But, the current scope of Alto work does not cover multi-layer data synchronization and communication aspects for a full optimization, and it considers slowly time-variant information only.

Yet, cross-layer strategies addressing specific application type or network scenario are being developed into some FP7 EU projects: Alicante [20], Envision [21] and Adamantium [22]. The former provides Content-awareness to the Network Environment, Network- and User Context-awareness to the Service Environment, and adapted services and content to the End-User by relying on advanced middleware and network components that indeed, do not have a full multi-layer view. The latter ones follow a cross-layer approach where the problem of supporting multimedia services is solved cooperatively by service providers, ISPs, users and the applications themselves by delivering both content-aware networks and network-aware applications. However, ENVISION considers only peer-to-peer applications and the being designed complex set of interfaces can make it difficult to be deployed in practice over the multiple devices, domain and technology environment of the Future Internet. While, Adamantium is based on a user/customer-centric approach and not on an engineering one. It proposes extensions to be applied to IMS-compatible architectures [23] specifically. Furthermore, the synchronization aspects related to the data exchanged across multiple layers are not explicitly tackled by either of them.

Regarding existing network management solutions, significant limitations are present and critical extensions should be conceived and applied. SNMPv3 [24][25] provides the idea of a SNMP context, which is defined as a collection of management information accessible by an SNMP entity. An SNMP entity potentially has access to many contexts. The missing piece is a Context with a management information view that allows synchronization of actions across multiple layers, devices and domains for read-view, write-view, notify-view and actions. Netconf [26] supports an XML based access to SNMP MIB data. The same concepts found in the SNMP Access models of context for viewing data are implemented; therefore, the same lack of functionality for synchronization across all levels still exists. MPLS [12] is regarded as one of the underlying network transport technologies that could enable cross-layer optimization with application layer; however, current scope of MPLS OAM [27] does not encompass any non-MPLS device for its configuration and provisioning functions. In addition, UNI interface for GMPLS-controlled telecommunication infrastructures [28] is currently defined for network equipment only, not including direct interaction with the application layer services. ITU-T Y.2011 NGN and Y.2011 Resource and Admission Control Functions [29] discuss the service and transport strata separation. ITU-T Y.2012 [30] defines an Application-Network Interface (ANI), which provides a channel for interactions and exchanges between upper and lower layers. However it does not address any issues on the synchronization of exchanged data.
4. Architecture Design

As explained in Subsect. 3.1, the target solution has to deal with several challenges: synchronized reception of multiple real-time topology and Traffic Engineering related databases, cross-layer cooperative load and traffic monitoring, cross-layer provisioning and synchronization of configuration changes across all layers. Therefore, the novel architecture should enable the indexing, collection, synchronization and retrieval of distributed, heterogeneous, time-variant data. Such a data could be organized in different views and made available locally or remotely in a scalable manner, for use by interested parties.

Furthermore, integration and backward compatibility with existing systems, databases, interfaces and protocols is critical for addressing straightforward extension and improvements over multiple layers, devices, domains and technologies in the Future Internet.

In this section, design options for such issues are first specified and discussed.

Then, due to inadequacy and limitations of current control-planes and proposals a novel architecture encompassing all the required components and functionality, enabling cross-layer communication, and hence optimization is presented. A key benefit of such architecture is that no constraints are imposed on the existing infrastructure. Therefore, it can be easily and progressively deployed for consistently collecting, synchronizing and providing data on demand, in a scalable manner.

4.1 Information type and operational

The information type clearly depends on the regarded resource. Examples are the delay on the IP interface and throughput at the transport layer of a given network node. The set of relevant information that is made available by a component (producer entity) is constrained by the concerned control-plane and policy put in place by the ISP of the domain where the said component is located. Furthermore, the same information type can be provided with different levels of granularity (e.g. the queuing delay can be per flow, user or aggregate).

A critical point is the consistency and validity of information. An information is valid if it actually refers to the status of the associated resource (not of others) and is up-to-date; while, it is also consistent if it is representative of the status of that resource (e.g. it could not be the case for an instantaneous value of the SNR on a wireless interface), possibly in conjunction with the status of resources in the same layer or of others in the network at the same time.

More specifically, the status of a resource can be identified by both static and dynamic data. The former can be notified once, while the latter needs to be refreshed with a proper frequency, possibly in association with filtering and hysteresis techniques in order not to generate too much overhead and have still reliable values for extremely time-variant information (e.g. if related to wireless interfaces). The data processing can be performed at a collecting server or at the issued component (depending also on its capabilities). The scalability and efficiency of the overall system are directly connected with the granularity and refreshing frequency; therefore, a trade-off should be found between accuracy in the knowledge of the network status and implied overhead. The validity of information is strictly related to its nature, it can become stale for several reasons, such as failure of the issued components or of the cross-layer communication system, and long latency in the distribution-collection mechanism. Gathered Data can be automatically deleted when an associated timeout expires.

Atomic or composite data can be generated periodically in an automatic way (according to policy) or as a result of explicit request (in this case, a delay in the data availability is present). For example, performance for a flow of traffic aggregate along a network path can be measured by an end-point only when requested or with a given frequency, directly (e.g.
by passive or active probing) or by combining relevant information provided by the nodes along the issued path.

The way data and possibly related meta-data, are coded can be different, also in association with the specific information type. The important matter is that the information producer and consumer align on that.

To be noticed that the architecture being defined in this work is fully agnostic to the information type and coding format.

4.2 Indexing

Information must be uniquely identifiable for proper management and retrieval. Basically, the IP address of the device where the concerned resource has been instantiated is needed.

In addition, an object ID can be used for complete specification (contingently, also for selecting a given database view). An option is to rely on a hierarchical organization of such an ID, also for scalability reasons (see the structured adopted in the SNMP MIB queries [24][25], for example). Alternatively, it can be represented by an N-upla of elementary identifiers (such as, protocol ID, port number, interface ID, service class name and queue number). In detail, different granularity for the same information should be separately and uniquely named. To be noticed that the adopted format is not required to identify the location of the related resource information when such information can be also retrieved from given databases built for the purpose, other than directly from the concerned producer entity. However, data regarding real-time flows can be accessed directly from the producer entity as for re-direction by the said databases (see Subsect. 4.5).

For the indexing issue, standardization is critical in order to achieve a global spreading of cross-layer communication and optimization over the Future Internet.

For interoperability and efficiency reasons, information addressed and made available by a given control and management system (e.g. SNMP, MPLS OAM) could be provisioned to a requesting consumer entity all over the multiple devices and domains where that system is supported by developing the needed data adaptation and communication interfaces. Likewise, content of existing databases (e.g. for Traffic Engineering, associated with the implementation of MIH standard [47], about overlay networks) should also be identified in conformance with the adopted reference format for the indexing, in both the publishing and access processes, as well as properly interfaced in order to enable their use.

4.3 Distribution-collection

The critical issue is the design of a scalable solution that supports the distribution by producer entities of resource information for use by consumer ones; from one hand, for efficient retrieval and on the other, introducing limited overhead. It appears appropriate to figure out in each domain some Collection Points (CPs), possibly in a hierarchical organization for scalability reasons.

Information is to be accessible by means of CPs, locally or remotely. Data about the network status (at all levels) should be stored locally in databases (associated with the respective CPs) located in the domain of that network. While, data related to resources of the other domains can be stored in databases belonging to those domains. Information can be simply notified as available to the said CPs rather than actually delivered to them. This is for latency reduction in the provisioning, as well as for saving bandwidth and memory storage in the issued databases. This is most reasonable for extremely time-variant information that could be provided on demand to the consumer entity directly by the concerned producer entity (e.g. when located at a wireless interface), for data about resources in different domains and in the case of leveraging on existing databases.
Therefore, every CP is associated with both a database and a directory, for actual information provisioning and re-direction, respectively.

Also for backward compatibility issues, existing databases (e.g. for Traffic Engineering, associated with the implementation of MIH standard, about overlay networks, information base of deployed control and management planes) can be integrated in the architecture for cross-layer optimization by properly registering their content (i.e. the related indexing information) to the CPs of the respective domains. In this way, by a re-direction process that available data can be accessed by interested parties. Likewise, CPs of a given domain should register their content to the CPs of the others, as for retrieval of information from anywhere about the whole Internet, specifying the set of indexing information (which includes the IP address) of the resources associated with the network components that they serve in the respective domain. For the purpose, anycasting [31] and multicasting [32] facilities of IPv6 can be exploited for supporting scalability and efficiency. The former for registration to the closest (in terms of network proximity or policies enforced by the concerned ISP) CP of the neighbouring domains, and the latter for distribution to the CPs internally to a domain. Both type of addresses can be statically assigned (under IANA [33] approval). The anycast addresses can be spread across the Internet by means of Interior and Exterior Gateway Protocols (e.g. OSPF and BGP [34], respectively); while, the CPs of a given domain belong to the same multicast group.

4.4 Synchronization

As already extensively highlighted, resource information needs to be synchronized across all layers for optimization purposes.

As for 4G networks and beyond, the telecommunication infrastructure is synchronized. Standard protocols, such as IEEE 1588 [35], can be used for frequency and time synchronization within the Internet. Therefore, it is likely that the Future Internet will be a synchronized network. For what concerns backward compatibility, former solutions (e.g. NTP [36]) can be deployed as well. Having a global synchronization can help in dealing with the issue. However, the very concept is that information about different resources taken as input for a decision making process needs to be mutually consistent across all layers and up-to-date (other than available).

The target precision in the time binding of a data set depends on the type of regarded information about the status of the network. For example, the shorter the refreshing period for a given information (which is related to its time-variant nature), the higher the required precision in order to get a correct picture of the status of the concerned resource (set). As explained in the next paragraph, the consumer entity can also (periodically) retrieve data directly from the provider entity according to policy and the time-variant nature of the issued information (in this case no delay is introduced by accessing a CP, which collects the needed data and is queried only the first time the given information is requested).

Certainly, values from the same device can be mutually synchronized locally before distribution to CPs. A timestamp of the generation instant should be tied up with the provided data in order to create temporal associations between information related to resources located in different layers, devices and even domains. Of course, if such a timestamp is not delivered with the data or considered unreliable, the reception time can be kept as the reference for synchronization purposes, possibly diminished of an estimate of the transferring delay between the provider and the consumer entities when available (e.g. as from a CP or combining information gathered from CPs of different domains if the provider and consumer entities are actually in different domains). If the information is retrieved from a CP (i.e. the CP operates as provider entity) and no timestamp was generated for it, then the time spent in the associated database together with an estimate of
the transferring delay between the producer entity and the issued CP should also be taken into account.

Depending on the specific decision making process and policy in place (related to the concerned service, application, domain(s), etc.), a retrieved information can be considered out-of-date. In the case, different actions can be performed to compensate for the lack of updated information, including using a default value, calculating a likely value and mostly asking the producer entity directly or the CP for an updated value (the same CP that provided the considered out-of-date information).

When the timeout associated with given information expires, the CP should undertake the necessary steps to obtain an up-to-date value (i.e. prompting the corresponding producer entity).

4.5 Retrieval

The goal is to efficiently obtain the needed information. From one hand, the delay in receiving data after a request for it should be as short as possible and on the other, the regarded communication model(s) should be properly selected.

Concerning the first issue, the closest (in terms of network proximity and policies in place) CP can be reached by using IPv6 anycasting [31]. Of course, the anycast address of the CPs in a given domain is to be advertised all over the served network (for use by all its components). When a CP receive resource information by a producer entity, it can efficiently spread it among all the other CPs in that domain by using a multicast address [32] (the same employed also for spreading information about data accessible by CPs of other domains – see the Subsect. 4.3). Indeed, the said CPs belong to a multicast group that can also be statically configured. If the information to retrieve is stored in the database of another domain, then the CP interrogated locally will re-direct the request to it. A re-direction is likely to happen as well, when issuing extremely time-variant data (see again Subsect. 4.3). In such cases, a direct communication between the consumer and the producer (or first provider when accessing a remote database) entities should be established for efficiency reasons.

Of course, if the needed information is not available, a proper notification message is sent back by the closest CP in response to a request for it.

Different communication models can be used for retrieving information. For efficient and scalable cross-layer communication, needed data should be provided on demand or when specific events happen (e.g. availability of a new value from a producer entity) in the case of subscription to a notification service. When using one or the other (actually, both of them can be simultaneously employed as well) depends on the specific nature of the issuing decision making process and concerned resource, but also on policies enforced by the ISP (e.g. about security aspects, backward compatibility constraints, limitations dictated by the supported functionality). For example, quite time-variant information to be used for a period of time in network or application operations could be delivered to the interested party every time it changes (possibly using filtering and hysteresis techniques, as also mentioned in Subsect. 4.1) by leveraging on a subscription-notification service, instead of explicitly and continuously querying a CP database or directly the producer entity for it (which would be certainly inefficient).

4.6 Communication protocols

A large variety of options are available for the purpose. TCP [37] and UDP [38], together with their counterparts with security facilities (i.e. TLS [39] and DTLS [40], respectively) can be used at the transport layer, also for backward compatibility issues. Security could be addressed at application level, including credentials in the resource information request as
in SNMP [24][25]) or as proposed in the IETF ALTO WG [19] for authentication, integrity protection and encryption. While, additional features of UDP-Lite [41], DCCP [42] and SCTP [43] do not appear really necessary for cross-layer communications in general. More timers and different types of connections can be used in parallel (as in SIP [44]), for efficiency reasons when an ack about the success of a provisioning operation is required. ICMP [45] relying directly on IP, can also be exploited.

Finally, hop-by-hop and destination options of IPv6 [46] should be employed when an IP flow is already active between the producer entity and the issued CP, the CP and the consumer entity or, the producer and the consumer entities, when data delivery is required between the same end-points. Under the network layer, IEEE 802.21 MIH with some already proposed extensions for communication with upper layers [47] is an option (though, its scope is still limited to a 802.x network).

Routing protocols with support for Traffic Engineering, such as OSPF_TE [48], IS_IS_TE [49], BGP [50], are not actually a good options, due to their flooding nature that would entail a considerable overhead.

The selection among the mentioned protocols is to be made by considering the resulting trade-off between aspects related to communication reliability, introduced bandwidth overhead, expected provisioning delays, backward compatibility, complexity, security and flexibility. Depending on the case, a choice can reveal better than another. in general, simple solutions are preferable. Therefore, UDP, ICMP or IPv6 options (when applicable and yet addressing security issues) should be more appropriate (possibly, with periodic retransmission for reliability reasons).

There are no constraints on the payload format at application layer. Certainly, the indexing data needs to be included in the message for either delivering or retrieving resource information.

Specific port numbers at transport layers, type and code values for ICMP, as well as Type Length Values (TLVs) in IPv6 options can be assigned by IANA [33] as needed for supporting the being defined cross-layer communication architecture.

4.7 Proposed architecture

In Figure 1, the architecture for cross-layer communication as resulting from above discussions is depicted.
The key components for collecting and provisioning data across multiple layers, devices, domains and technologies are the Access Gateways (AGs) that play the role of the CPs. A pool of AGs is deployed in each domain (e.g. Autonomous System) for the direct delivering of information about resources of the associated domain and the re-direction of requests for information about resources in the others (indeed, re-direction is also possible and reasonable in the local domain when dealing with resources having an extremely changing nature, as pointed out in Subsect. 4.5).

The number and location of AGs in a domain is a trade-off between several aspects, including efficiency, scalability, additional overhead, cost and complexity. The larger the number, the shorter the delay in getting the needed information, but also the higher the introduced overhead, in terms of bandwidth, storage memory and data processing. For small domains even a single AG could be enough.

Among each pool of AGs, a special role is covered by the Border Gateway (BG) that collects indexing information about resources of the other domains. In principle, a hierarchy of BGs can be employed for scalability reasons. In this case BGs of different domains can not communicate directly, but through the BGs that connect them at a higher level in the hierarchy.

As already explained, the pool of AGs (i.e. including the associated BG) in a domain belongs to a multicast group for efficient distribution of an AG database content to the other AGs within that domain. In addition, an anycast address is also assigned to the said pool in order to collect resource information by the AG closest to the producer entity, as well as to provide resource information to the consumer entity by its closest AG. This anycast address is also used by the BGs of the other domains to globally spread the indexing information about the resources in their respective area of competence. The BG of a domain should be advertised to the others as the closest gateway by EGP for that anycast address. Therefore, each domain has assigned well-known anycast and multicast addresses for its pool of AGs.

An existing database (eDB in Figure 1) can be integrated in the architecture by publishing the indexing information about its content to the closest AG (which will then distribute it within the pool of AGs of the same domain; while the reference BG for that domain is in charge of global spreading). Furthermore, an access interface is associated with the eDB in order to retrieve resource information from it.
In the end, both, efficiency, scalability and backward compatibility issues are addressed with the proposed architecture by leveraging on simple interfaces and usage of IPv6 anycast and multicast addresses.

For the sake of clarity, in Figure 2 the message exchange for the retrieving of a resource information is shown for two cases. In (a), the consumer entity obtains the requested information directly from the closest AG in its domain. While in (b), the consumer entity is first re-directed to the closest AG (i.e. the BG) in the (remote) domain where the issued resource is located, and then finally re-directed to the target producer entity.

5. Conclusions

In this paper, the need for cross-layer optimization in the Internet has been outlined together with the related key challenges. Also, the limitations of current control and management planes, as well as of proposals in the field have been highlighted.

By a deep analysis of the problem, the critical issues to enable a full optimization across all layers have been identified and the most appropriate design options for addressing them have been discussed.

As a result, an architecture for cross-layer communication supporting data collection, synchronization and provisioning have been designed, yet assuring efficiency, scalability, backward compatibility and flexibility. Indeed, relying on a few additional elements (namely, the AGs, a sort of registrar and directory servers), anycasting and multicasting facilities of IPv6 and publishing-access interfaces for existing databases (e.g. for Traffic Engineering, associated with the implementation of MIH standard, about overlay networks, information base of deployed control and management planes), a consumer entity can get up-to-date and consistent resource information from producer entities anywhere in the Internet at all levels, directly or through the closest (as for network proximity and policies in place) AG of the local or remote domains. This is the very basis for cross-layer optimization across multiple layers, devices, domains and technologies.

The benefits for networked applications in terms of sharp achieving of target QoS guarantees, and for the underlying network in relation to more efficient resource utilization and management, reflect on direct advantages for service and internet providers, who can better interact (timely and consistently exchanging all the relevant information) in a synergic way, for the support of enhanced experience for the users at a low cost and complexity.

In future, a quantitative analysis of the introduced bandwidth and storage memory overheads will be carried out for different application and network scenarios over either a single or multiple domain(s). the collected results will provide helpful data for a complete evaluation of the proposed cross-layer communication architecture and for understanding the most effective way of deploying it in the Future Internet (e.g. position and number of AGs, direct provisioning of data versus re-direction, signaling protocol(s) for message exchange, communication model and refreshing frequency for a given resource information).
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